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AGENDA

u Introduction

u Traditional methods

u Machine learning methods



Naïve Approach



Simple Average



Moving Average



Simple Exponential Smoothing



Autoregressive Integrated Moving 
Average

u ARIMA(p, d, q)

u p is the order of autogressive model, d is the degree of differencing, q is 
the order of moving average. 



ARIMA(1,0,0)

u The first-order autogressive model



ARIMA(1,1,0)

u Differenced first order autogressive model



ARIMA(0,1,0)

u Random walk



ARIMA(0,1,1)

u Simple exponential smoothing



LSTM Network

u Long-short term memory network



LSTM Network

u Forget gate



LSTM Network

u Input gate



LSTM Network

u Output gate



Other Network

u MLP

u GAN



Thanks!

u Quenstions?
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