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Web Mining
Finding information and patterns 
from the World Wide Web

 Overview

Discovering user’s navigation pattern and predicting user’s behavior

Web Usage Mining



Web Server Logs

records the browsing behavior of site visitors

<ip_addr> <base_url> - <date> <method> <file> 
<protocol> <code> <bytes> <referrer> <user_ag
ent> 

parameters of log files:
(1)User Name
(2)Visiting Path
(3)Time Stamp
(4)Page Last Visited
(5)Success Rate
(6)User Agent
(7)URL
(8)Request Type



1. Preprocessing: 
raw data -> data abstraction
(users, sessions, episodes, clicktrea
ms, and pageviews)

2. Pattern Discovery: 
is the key component of WUM, whic
h converges the algorithms and tech
niques from data mining, machine le
arning, statistics and pattern recogni
tion etc. research categories.

3. Pattern Analysis: 
Validation and interpretation of the m
ined patterns

3 main stages

Processes



Preprocessing
Data Cleaning:

User Identification: 

Session Identification: 

Path Completion: 

Formatting: 



Preprocessing
Data Cleaning:

Staus Codes:

Sever Error

Redirect:
300 Series

Success:
200 Series

Failures:
404  Page Not Found
401  Unauthorized
403  Forbidden



Preprocessing
User Identification: 
associate page references with different users
 



Preprocessing
Session Identification:

divide all pages accessed by users into sessions

Time oriented heuristics consider boundaries on time spent on individual pages or in the entire a site 
during a single visit
1. sort users
2. sessionize using heuristics: time interval as heuristics
 

0:01 1.2.3.4 A - IE5;Win2k
0:09 1.2.3.4 B A IE5;Win2k
0:19 1.2.3.4 C A IE5;Win2k
0:25 1.2.3.4 E C IE5;Win2k
1:15 1.2.3.4 A - IE5;Win2k
1:26 1.2.3.4 F C IE5;Win2k
1:30 1.2.3.4 B A IE5;Win2k
1:36 1.2.3.4 D B IE5;Win2k

0:01 1.2.3.4 A - IE5;Win2k
0:09 1.2.3.4 B A IE5;Win2k
0:19 1.2.3.4 C A IE5;Win2k
0:25 1.2.3.4 E C IE5;Win2k

1:15 1.2.3.4 A - IE5;Win2k
1:26 1.2.3.4 F C IE5;Win2k
1:30 1.2.3.4 B A IE5;Win2k
1:36 1.2.3.4 D B IE5;Win2k



• Statistical Analysis

• Clustering

• Classification

• Association Rules

• Sequential Patterns

Pattern Discovery



• Statistical Analysis

  Page views, viewing time, length of navigational path

  Frequency , mean, median....

Pattern Discovery



• Clustering

Objects:

1. Users

similar navigation patterns 

2. Pages

related content

Pattern Discovery



• Clustering Algorithm

Density-based algorithms : DBSCAN(common), OPTICS 

Grid-based algorithms :  STING, CLIQUE, WaweCluster.

Model-based algorithms : MCLUST

Fuzzy algorithms : FCM (Fuzzy CMEANS)

Pattern Discovery



• Clustering Algorithm

k- means 

DBSCAN can find non-linearly separable clu
sters.

Pattern Discovery



• Clustering Algorithm

Density-based algorithms : DBSCAN, OPTICS 

Advantages:

1. Not specify the number of clusters.

2. Any shapes.

3. Identify outliers.

4. Large 

Pattern Discovery



• DBSCAN

D
k
Eps
MinPts

Eps as radius, minpt as neighborhood density thr
eshold. An object is noise only if there is no clust
er that contains 

Pattern Discovery



• Clustering Algorithm

Fuzzy algorithms : FCM (Fuzzy C MEANS)

Like k-means, however, each point has a weighting 
associated with a particular cluster

Pattern Discovery



• Association Rules - correlation between users

Frequent itemsets

Apriori algorithm:

- A subset of a frequent itemset must also be a
  frequent itemset
     • i.e., if {AB} is a frequent itemset, both {A} and {B   

should be a frequent itemset
– Iteratively find frequent itemsets with cardinality
from 1 to k (k-itemset)

Pattern Discovery



• Association Rules

Pattern Discovery



• Association Rules

Candidate Generation 
-step 1 : self-joining Lk
-step 2 : pruning

Example: Suppose we have the following frequent 3-itemsets and we would like to generate the 4-itemsets ca
ndidates 
L3={{I1, I2, I3} , {I1, I2, I4}, {I1, I3, I4}, {I1, I3, I5}, {I2,I3,I4}} 
Remove duplicate
- Self-joining: L3*L3 gives:
  {I1,I2,I3,I4} from {I1, I2, I3} , {I1, I2, I4}, and {I2,I3,I4}
  {I1,I3,I4,I5} from {I1, I3, I4} and {I1, I3, I5}
Pruning: {I1,I3,I4,I5} is removed because {I1,I4,I5} is not in L3
L4={I1,I2,I3,I5}

Pattern Discovery



• Association Rules

- Once the frequent itemsets have been found, it is straightforward to generate strong association rules that 
satisfy: 
p  minimum support
p  minimum confidence 

- Relation between Support and Confidence
 

support_count(X) is the number of transactions containing the itemset X

Pattern Discovery
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• Association Rules

p  For each frequent itemset L, generate all non empty subsets of L
p  For every non empty subset S of L, output the rule: 

             If (support_count(L)/support_count(S)) >= min_conf

a simple correlation measure - Lift

 > 1, X, Y positively correlated ; = 1 Independent; <1 negatively correlated

Pattern Discovery
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• Classification
Classification is done to identify the characteristics that indicate the group to which each case belongs. 

K-nearest neighbour 

Distance:
(1) Euclidean Distance:

(2) Manhattan Distance:

(3) Minkowski Distance

(4) Cityblock, Canberra......

Pattern Discovery



Thanks

Any quenstions ?


