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CT scan segmentation  



Why U-net but not normal CNN ? 



 

 

 

 

 

 

 

 

 

U-net architecture (example for 32x32 pixels in the lowest resolution). Each blue box 
corresponds to a multi-channel feature map. The number of channels is denoted on top of the 
box. The x-y-size is provided at the lower left edge of the box. White boxes represent copied 
feature maps. The arrows denote the different operations. 















img = imgs_to_process[i] 
#Standardize the pixel values 
mean = np.mean(img) 
std = np.std(img) 
img = img-mean 
img = img/std 
plt.hist(img.flatten(),bins=200) 

The underflow peak near -1.5 is the black out-of-scanner part of 
the image. The peaks around 0.0 are the background and lung 
interior and the wide clumps from 1.0 to 2.0 are the non-lung-
tissue and bone. The structure of this histogram varies 
throughout the data set. Two images are shown below that are 
typical of the data set   

preprocessing 



By comparison, conventional X-ray 
images are two-dimensional projections 
of the true three-dimensional anatomy, 
i.e. radiodensity shadows.  

The Hounsfield scale /ˈhaʊnzˌfiːld/ or CT 
numbers, named after Sir Godfrey 
Newbold Hounsfield, is a quantitative scale 
for describing radiodensity. 
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 The image coordinate system describes how an image 
was acquired with respect to the anatomy. Medical 
scanners create regular, rectangular arrays of points 
and cells which start at the upper left corner. The i axis 
increases to the right, the j axis to the bottom and 
the kaxis backwards. 

 In addition to the intensity value of each voxel (i j k) the 
origin and spacing of the anatomical coordinates are 
stored too. 

 The origin represents the position of the first voxel 
(0,0,0) in the anatomical coordinate system, e.g. 
(100mm, 50mm, -25mm) 

 The spacing specifies the distance between voxels 
along each axis, e.g. (1.5mm, 0.5mm, 0.5mm) 

 The right 2D example shows the meaning of origin and 
spacing: 

 





 The following figure shows the anatomical space with a L(P)S basis on the left and 
the corresponding image coordinates on the right. 

  
 

 

The origin (the coordinates of the first 'pixel' in anatomical space) is (50 mm, 300 mm) and 
the spacing (the distance between two pixels) is (50 mm, 50 mm). 





Python: 3D lungs construction and nodules generation 

Open jupyter notebook 

R: introduction of medical image processing 

 

 



 We will train a network to segment out potentially cancerous nodules and then use 
the characteristics of that segmentation to make predictions about the diagnosis of 
the scanned patient within a 12 month time frame. 

Prepare train and 
test datasets with 

preprocessing 
methods and GPU 
resources and cnn 

package  

extract three 
transverse slices 
that contain the 
largest nodule 

from each patient 
scan 

translate the voxel 
poition to the world 
coordinate system. 
change the region  

output will be two files for each patient scan:  
a set of images and a set of corresponding nodule masks. 

1. Thresholding 
2. Erosion and  

dilation 
3. Cutting non-

ROI Regions 
4. Apply ROI 

mask 
 





 An example segmentation is 
given here for the three slices 
taken from a patient scan. The 
perfect circle is the "true" 
node mask from the LUNA 
annotationc.csv file, and the 
red is the predicted node 
region from the segmenter. 
The original image is given in 
the top right. 

 

• An example segmentation 
is given here for the three 
slices taken from a patient 
scan. The perfect circle is 
the "true" node mask from 
the LUNA annotationc.csv 
file, and the red is the 
predicted node region 
from the segmenter. The 
original image is given in 
the top right. 

 



 

 

 

 

 

 

 

 Here, imgs_train is the original images after resize, rescale and change the 
region. 

 And the imgs_mask_train are the imgs generated by extract three 
transverse slices that contain the largest nodule from each patient scan 

Load  u-net 
segmenter based 
on loss function 
and  load best 

weight 

Training the 
segmenter: 
imgs_train, 

imgs_mask_train 

Predict with 
imags_test 



 There are many ways we can improve the U-net model. 

 1.increase datasets: 

Larger dataset can give us better u-net model 

   2. add more mask images to input dataset 

But this will need a lot of more time. 

   3. change the scheme of finding and create mask 

Which can be improved based on many medical reports 



 As we can always make classification based on features of pictures. 

 For this problem we can create a lot of features  and use cancer label to make 
classification models. 

 Features like bellow: 

 avgArea = totalArea / numNodes 

 weightedX = weightedX / totalArea  

 weightedY = weightedY / totalArea 

 numNodesperSlice = numNodes*1. / nslices 





 1. https://www.kaggle.com/c/data-science-bowl-2017#tutorial 

 2. https://lmb.informatik.uni-freiburg.de/people/ronneber/u-net/ 

 3.  https://www.kaggle.com/c/ultrasound-nerve-segmentation/forums/t/21358/0-
57-deep-learning-keras-tutorial 

 4. https://luna16.grand-challenge.org/ 
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