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Outlier



Outlier
What we feel about him



GOTCHA!

We can Manually Detect Outliers by using Histogram or Boxplot.



$150,000 $550,000

Detecting outliers in Dependent variables may be challenging 
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Detecting outliers in Dependent variables may be challenging 



size

price GOTCHA!

When we plot those variables, we will see the outlier



We can automatically detect outliers by using

● Fitting an elliptic envelop
● One-Class-SVM

http://scikit-learn.org/stable/modules/outlier_detection.html



What if we cannot remove outliers?
Ex. in Real-time Applications?



http://egret.psychol.cam.ac.uk/statistics/local_copies_of_sources_Cardinal_and_Aitken_ANOVA/A_Brief_Overview_of_Robust_Statistics.htm

http://cran.r-project.org/web/views/Robust.html

“Robust statistics is a family of theories and techniques for 
estimating the parameters of a parametric model while 

dealing with deviations from idealized assumptions”
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http://egret.psychol.cam.ac.uk/statistics/local_copies_of_sources_Cardinal_and_Aitken_ANOVA/A_Brief_Overview_of_Robust_Statistics.htm

http://cran.r-project.org/web/views/Robust.html

Robust statistics is the statistical procedure that can 

resist to outliers and non-normality distribution

http://egret.psychol.cam.ac.uk/statistics/local_copies_of_sources_Cardinal_and_Aitken_ANOVA/A_Brief_Overview_of_Robust_Statistics.htm
http://egret.psychol.cam.ac.uk/statistics/local_copies_of_sources_Cardinal_and_Aitken_ANOVA/A_Brief_Overview_of_Robust_Statistics.htm
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NOT Robust Robust

Mean Trim Mean

Median

Standard Deviation Median Absolute Deviation

Interquartile Range

Ordinary Least Squares 
Linear Regression, PCA, 

SVM
?





CRAN Task View: Robust Statistical Methods
http://cran.r-project.org/web/views/Robust.html



How about a linear regression?



Residual 

Data Point

Model

This is a simple linear regression
(The Least Square Linear Regression)



Outliers

One outlier can mess up a whole model.



One outlier can mess up a whole model.



Random Sample Consensus (RANSAC)

This technique can be used to find inliers for any type of modeling fitting.

Algorithm:
1. Randomly select a sample of s data points from S and instantiate the model from 

this subset.
2. Determine the set of data points Si which are within a distance threshold t of the 

model. The set Si is the consensus set of the sample and defines the inliers of S.
3. If the size of Si (the number of inliers) is great than some threshold T, re-estimate 

the model using all the points in Si.
4. After N trials the largest consensus set Si is selected, and the model is re-estimated 

using all the points in the subset Si.

Fischler, M. A., & Bolles, R. C. 1984. Random sampling consensus: A paradigm for model fitting with applications to image analysis 
and automated cartography. Communications of the Associations for Computing Machinery, 24(26), 381-395.



Random Sample Consensus (RANSAC)

This technique can be used to find inliers for any type of modeling fitting.

Algorithm:
1. Randomly selecting a subset of the data set.

2. Fitting a model to the selected subset.

3. Determining the number of outliers.

4. Repeating steps 1-3 for a prescribed number of iterations

Fischler, M. A., & Bolles, R. C. 1984. Random sampling consensus: A paradigm for model fitting with applications to image analysis 
and automated cartography. Communications of the Associations for Computing Machinery, 24(26), 381-395.



http://www.youtube.com/watch?v=1YNjMxxXO-E


http://pointclouds.org/documentation/tutorials/random_sample_consensus.php

It works with a line

Input output



It works with a sphere

Input output

http://pointclouds.org/documentation/tutorials/random_sample_consensus.php



https://github.com/oleander/ransac-and-hough-transform-java

outputInput

It works with a circle



www.timzaman.com

It works with a plane



How many iteration do we need?

Fischler, M. A., & Bolles, R. C. 1984. Random sampling consensus: A paradigm for model fitting with applications to image analysis 
and automated cartography. Communications of the Associations for Computing Machinery, 24(26), 381-395.

ϵ  = the probability that a point is an outlier
s = a sample size
p = a probability of one sample has no outlier.
N = number of iterations



How many iteration do we need?

Hartley and Zisserman, 2000: The number N of samples required to ensure, with a probability p = 0.99, that at least one sample has no 
outliers for a given sample size s and a proportion of outliers ϵ.



To sum up

● Manually detect and filter outlier
○ Histogram
○ Boxplot

● Robust Statistics

NOT Robust Robust

Mean Trim Mean

Median

Standard Deviation Median Absolute Deviation

Interquartile Range

● RANSAC Algorithm



The world of "outliers"--the best and the 
brightest, the most famous and the most 
successful.

● Software billionaires
● Great soccer player
● The Beatles



Questions & Answer


