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Part I 
Energy Load 

Consumption Analysis 
By: Taghreed Alghamdi 



Energy Load Consumption Analysis 



 Data Preparation: 
Detect missing values. 

Many methods deal with missing values have been 
developed to detect missing values 
 
1. Pre-replacing methods:  
They replace missing values before the data mining 
process. They use statistical methods and machine 
learning methods. 
 
2. Embedded methods: 
 They deal with missing values while doing data 
mining itself. 

 





 

Time series: is a sequence of observations, which are 

ordered in time. There’re methods for analyzing time series 

data in order to extract meaningful statistics and other 

characteristics of the data. 
 

1. Trend 

2. Seasonal 

3. Cyclical 

4. Irregular 
 
  



Trend: A trend exists when there is a long-term 
increase or decrease in the data. Trend can be linear 
or nonlinear such as exponential growth. 
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 Seasonal: A seasonal exists when a series is influenced by 
seasonal factors (e.g., the quarter of the year, the month, 
or day of the week). Seasonality is always of a fixed and 
known period.  
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 Cyclical: A cyclical exists when data exhibit rises and falls that 
are not of fixed period. The duration of these fluctuations is 
usually of at least 2 years. 
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How do we capture the time series we have ?! 
 
Visual inspection. 
Augmented Dickey–Fuller (ADF) test. 
Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test. 
    
   Seasonality:  

oSequence plot. 
oSeasonal subseries plot. 
oMultiple box plot. 
oAutocorrelation plot 

  



 
What if the time series data contain considerable 
error? 
Then, the first step in the process is using filtering and smoothing 
techniques . 
 
Smoothing techniques : 
Smoothing techniques used for reducing of canceling the effect due 
to random variation in time series data. This technique, when 
properly applied, provide a clearer view of the true underlying 
behavior of the time series we have. 
 

The most common techniques: 

  1- Exponential smoothing methods. 

  2- Moving average smoothing methods.  



 
 
Exponential smoothing methods: 
 
 Single Exponential Smoothing. 

 Data show no trend or seasonality.  
 

 Double Exponential Smoothing (Holt method). 
 Data show only trend.  

 
 Triple Exponential Smoothing (Holt-Winters method). 

 Data show trend and seasonality.  
 
 



Smoothing Objective: 
 
Select smoothing parameters that minimize 

the error over the historical data.      



Single Exponential Smoothing: 
 

The closer smoothing constant value to 1, the more 
strongly the forecast depends upon recent values. 
 
0.05 to 0.30  works well  
 

 smoothing constant value 0  ≤ α ≤  1 



Double Exponential Smoothing: 
 

Trend Analysis: 



Trend & Seasonality Analysis: 
 
1- Triple Exponential Smoothing (Holt-Winters) : 
 

Seasonality Analysis: 
1- Autocorrelation correlogram function (ACF). 

2- Partial autocorrelations function (PACF).   
 



Applying exponential smoothing in Excel: 



Conclusion:  
 
Although nobody can really look into the future, modern 

statistical methods and data mining methods go along way in 

helping  us to analysis the consumption and forecasting of energy.  

Exponential smoothing has proven through the years to be very 

useful in many forecasting situations, and a tool used to observe 

the data clearly. 



Ready 

 For 

Advanced 

 Modeling 



Part II 
Energy Load Forecasting 

By: Ali Almadan 



Outline: 

- Load Forecasting Categories. 

- Techniques. 

- ARIMA Model. 

- Identification. 

- Estimation and Diagnostic Checks. 

- Forecasting. 

- ARIMA Support.  

- Conclusion. 



Load Forecasting Categories: 

Short-Term Forecasting: The short term load forecasting predicts the load 

demand from one day to several weeks. This forecasting is needed to avoid 

overloading and to ensure security. 

Medium-Term Forecasting: The medium term load forecasting predicts the load 

demand from a month to several years. This forecasting is used when a 

company is planning to expand or shrink its operations in the next years.  

Long-Term Forecasting: The long term load forecasting predicts the demand 

from a year up to 20 years. This is usually used to plan for the power system 

network.  



Techniques & Models:  

There are different models and techniques can be used for forecasting 

electricity load. Some of those are: 

 - Neural Networks. 

 - Holt-Winters Forecasting Model.  

 - Autoregressive Integrated Moving Average ARIMA: 

  - Non-seasonal ARIMA. 

  - Seasonal ARIMA (Also called SARIMA) 

  - Vector ARIMA (Also called VARIMA). 



Models Classification:  

Univariate Models: 

Univariate Models are those forecasting models that are based on the description 

of only one variable. For example, using just energy consumption in MWh.  

 

Multivariate Models:  

Multivariate Models are those forecasting models that are based on the 

description of many variables to forecast energy consumption and demand.  

Example: 



ARIMA: 
Autoregressive Integrated Moving Average model is a univariate time series 

model that is used to: 

1) Understand the data.   2) Predict points in the future. 



ARIMA: 

AR I MA 
AR: Autoregressive (p) 

I: Integrated  (d) 

MA: Moving Average (q) 

Representation:  

ARIMA is represented as ARIMA(p,d,q).  

ARIMA consists of three parts:  



ARIMA: “AR” Model 

AR: Autoregressive. 

Autoregressive (AR) models are models in which the value of a variable in one 

period is related to its values in previous periods.  

 

AR(q) is an autoregressive model with q lags:  

 



ARIMA: “MA” Model 

MA: Moving Average.  

Moving Average (MA) models account for the possibility of a relationship 

between a variable and the residual from previous periods.  

 

MA(q) is a moving average model with q lags:  



ARIMA: “I” Model 
To understand the I part, we need to explain a stationary process first. 

 What is a stationary process? 

A stationary process has a mean and variance that do not change over time 

AND the process does not have trend.   

ARIMA model needs the data as stationary.  

What if we need to apply ARIMA and the data is not stationary? 

We can use differencing variable 



ARIMA Stages: Box-Jenkins Methodology 

ARIMA modeling has three stages. Those stages are: 

 - Identification. 

 - Estimation and diagnostic checking. 

 - Forecasting.  



ARIMA Stages: Box-Jenkins Methodology 

ARIMA modeling has three stages. Those stages are: 

 - Identification. 

 - Estimation and diagnostic checking. 

 - Forecasting.  



ARIMA Stages: Identification 

Looking at the time series and try to identify its characteristics: 

 Plot examination: 

  - Are there outliers? 

  - Are there missing values? 

  - Is the time series stationary?  

  - Do we need to perform any transformation? 

 Autocorrelation Examination: 

  - What kind of ACF do we have? 

  - What kind of PACF do we have? 

 



ARIMA Stages: Identification 

Looking at the time series and try to identify its characteristics: 

 - Is it seasonal  

 without a trned? 

 Then use the 

 moving average 

 part to detrend it. 

 



ARIMA Stages: Identification 

Looking at the time series and try to identify its characteristics: 

 - Is it stationary? 

 A stationary process has a 

 mean and variance that do 

 not change over time AND 

 the process does not have 

 trend.   



ARIMA: Type of Inputs 

Stationary Non-stationary 



ARIMA Stages: Box-Jenkins Methodology 

ARIMA modeling has three stages. Those stages are: 

 - Identification. 

 - Estimation and diagnostic checking. 

 - Forecasting.  



ARIMA Stages: Estimation 

In this stage, we estimate the different orders for different ARIMA models 

and we examine them.  

ARIMA(?,?,?) 

We need to estimate the autoregressive order, differencing order, and the 

moving average order.  

Rules: 

- High positive autocorrelation for a high number of lags often mean we 

need to use a differencing order more than 1. 

 



ARIMA Stages: Estimation 

Rules: 

- If the first lag has a negative or zero autocorrelation, then we probably 

do not need a high differencing order.  

- If we use zero as differencing order, then we are dealing with stationary 

time series (e.g. ARIMA (1,0,1) ) 

- If we use one as differencing order, then we are dealing with a time 

series that has a constant average trend (e.g. ARIMA (1,1,1)) 

- If we use two as differencing order, then we are dealing with a time 

series that has a time-varying trend (e.g. ARIMA (1,2,1)) 

 

 



ARIMA Stages: Diagnostic Checking 

Diagnostic Checking: 

We check if the model fits well. We used the autocorrelation function ACF 

and the partial autocorrelation function PACF in the checking process. 

If yes, then the residuals of the model should resemble a white noise 

process.  

If no, we need to come up with better estimation to come up with a better 

model.  

 



ARIMA Stages: Box-Jenkins Methodology 

ARIMA modeling has three stages. Those stages are: 

 - Identification. 

 - Estimation and diagnostic checking. 

 - Forecasting.  



ARIMA Stages: Forecasting 

The final part? ALMOST THERE! 

When we get a model that fits, it’s time do the forecasting by running the 

model: 



Evaluation 

The final model can be evaluated using one year testing set and Mean 

Absolute Percentage Error  



Conclusion 
How does that help us save energy? 

Is it just saving energy?  



Support 

Different programs support ARIMA: 

     - R (tseries Package) 

     - SAS (PROC ARIMA) 

     - Microsoft Excel (With NumXL) 
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Questions? 
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