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What is Time Series

* Time series is a sequence of data points, measured
typically at successive time points spaced at
uniform time intervals.

* Time series mining comprises methods for analyzing
time series data in order to extract meaningful
statistics and other characteristics of the data.

* Time series are frequently plotted via line charts.
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Candlestick Chart

Candlestick Basics e A candlestick chart is a
Bullish Bearish style of bar-chart used
T Hgh  Hgh primarily to describe
— Jpeer price movements of a
Close Open security, derivative, or
. currency over time.
Body
Open Close * |tis a combination of a
— o line-chart and a bar-
Low Low chart,
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Pre-Processing Steps

Visualize the data

Outlier removal — Box Plot

Observe Linear Trend — Im(), abline() in R
Compute Correlation

Prepare for in-sample testing or back-testing
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Box Plot and Qutliers

BOX PLOT

el s

~ Box plot graphically

depicting groups of
data through their
five-number
summaries: the
sample minimum,
lower quartile,
median, upper
quartile, and sample
maximum. A boxplot
indicates which
observations might
be considered as

spL outliers.



Linear Trend Observation
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Lm(), abline() functions in R

‘data.frame’': 276 obs. of 1 variable:
$D: int 32 36 11 14 11 12 8 1 8 ...
> summary (d)

D

Min. : B.ee

wedian 21,06 > trende-1n(d data frane$x~d data framest,na.action=na.exclude)
3rd Qu.132.00 > trendécoefficients

e Teoe (Intercept) d data framest

o 9.7372240 0.1010691

’ i) > trend line<-predict (trend)

R SR Wk e e > stritreni Lte)

> head(d) Named num [1:276] 9.84 9.94 10.04 10.14 10.24 ...

L3 - attr(*, "names")= chr [1:276] "1" "2" "3" "4" ...

22 > head(trend line)

‘1 1 2 3 4 5 6
E éidata_frame‘:—dataframeft=cf1lengthfd[.l]]],x=d[.1]] gl838293 91939352 1E|lE|4E|431 1E|I1415E|E| 19.242559 1':5'-343539
?dzignggagéTfraggé obs. of 2 wvariables: > # OR

$t:int 12345678910 ... > # After having the original plot of raw data
e > abline(coef=trend$coefficients, col="red’)

11 3
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4 4 11
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Remove Trend or Not?

* For some techniques, percentage changes of
time series data points ought to be calculated

1000
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e Same variance over time -> Remove
e Different variance over time -> Further Analysis



Approaches Toward Time Series
Mining

* Signal Processing Approaches (MA, MACD,
etc.) — Technical Analysis for finance

 Model Based Approaches (AR, EMM, GARCH,
etc.) — Quantitative Analysis for finance



Moving Average (MA)

 Moving average is a type of low pass filter used to
analyze a set of data points by creating a series of
averages of different subsets of the full data set.
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Low Pass Filter (in red)

woice waveform example
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Moving Average Convergence-
Divergence (MACD)

 The MACD is a computation of the difference
between two moving averages. This difference is
charted over time, alongside a moving average as a
trigger. The divergence between the two is shown as
a histogram or bar graph
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Haar Wavelet Analysis

 Haar Building Block * Try to decompose

the a

signa
each

continues
, and assign
niece with a

constant.



Amplitude

Amplitude

Haar Wavelet Analysis
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Haar Wavelet in R

library('wavelets')
figure98.wt.filter("haar")

P 4 -.0, -5 -B ."'1',

9,8,-.2,.1,-.1,.
= wt <- dwt(X1, fll ter = "haar", n.l

els=3)
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More Techniques

Fisher Transform — getting a bell shaped PDF of
time series data

CG Oscillator — Obtain time series signal trend by
observing the center of gravity of the signal

Relative Vigor Index, etc.

Smoothing, Averaging, Filtering and
Normalizing...



Discussion: How much sense does
Technical Analysis (Signal Processing
Approaches for Time Series
Forecasting) make?

TECHNICAL
ANALYSIS
IS ALWAY RIGHT

UNTIL IT'S WRONG



Autoregressive Model (AR)

* X; = C"‘Z 1 P K+

= strid)
"data.frame’: 276 obs. of 1 wvariable:
$ D: int 3 3 6 11 14 11 12 8 1 8

> AR obj<-ar(d[,1],na.action=na.exclude)
> str(AR obj)

List of 14
$ order - int 13
& ar : num [1:13] ©.8383 -0.2178 0.8792 -0.1655 0.209
$ var.pred : num 65.6
4 x.mean - num 22.9
% aic : Named num [1:24] 260.8 116.5 95.5 95.5 97.4
.- attr(*, “namES”]— chr [1:24] "&" "1® "2" "3"
$ n.used - int 209
$ order.max : num 23
$ partialact : num [1:23, 1, 1] ©.7095 -0.3234 0.0964 0.0226 ©.3508
% resid : num [1:209] NA NA NA NA NA NA NA NA NA NA ...
$ method : chr "Yule-walker"
4 series : ¢chr "d[, 1]"
$ frequency : num 1
$ call : language ar(x = d[, 1], na.action = na.exclude)
$ asy.var.coef: num [1:13, 1:13] ©.004769 -0.0083815 0.00163 -0.008611 ©.0016
93

_ﬁttrf*, "class" )= chr "ar"
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Extensible Markov Model (EMM)

Data stream: E={e ., e, ...} >
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Discussion: The AR-EMM innovation

* AR model takes the weighted sum of
previous p values to get the next data

point

* How about use p as the size of each
vector used by EMM for clustering? Will
these p historical values recommend by
AR model improve the performance of
EMM prediction?



Performance of AR-EMM
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GARCH Model

* Generalized Autoregressive Conditional
Heteroskedasticity Model

The simplest and most commonly used GARCH maodel designed by Bollerslev is the GARCH (1,1)
and is defined as

2 2 2
o, =o+ar | + ﬁr:ri._]

w>0andag, =0

where:

o is the weight assigned to the lagged squared returns

[ is the weight assigned to the lagged variances

w is a constant equal to y x VL where V_ is the long run variance rate and y is its

weight .

This model estimates the volatility on a given day based on a linear combination of the squared returns
and volatilities of the previous days plus a constant. Indeed the *(1,1)" term in GARCH (1,1) indicates
that the current variance is based on the squared return and variance of the previous day (1 lag for
each). We use the squared returns because they also exhibit strong recognizable patterns.



GARCH Iin R

See 'library(help="tseries")’ for details.

24012

> 1 <- 1100 -

>a<- ¢(0.1, 6.5, 8.2) # ARCH(2) coefficients o

> e <- rnorm(n)
> X <- double(n)

> x[1:2] <- rnorm(2, sd = sqrt(a[1]/(1.0-a[2]-a[3])))
> for(i in 3:n) # Generate ARCH(2) process

+{

+ x[1] <- e[i]*sqrt(a[1]+a[2]*x[i-1]"2+a[3]*x[i-2]"2)
+}

> X <- ts(x[1081:1100])

> x.arch <- garch(x, order = ¢(0,2)) # Fit ARCH(2)
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Other Models in the future

 SABR model — for volatility analysis,
designated to find the volatility smile.

 Black-Schole — for financial derivative
pricing.

* Much more quantitative models for
financial time series mining/analysis
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Thank You
Questions?



