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Background

 Text data is everywhere – books, news, articles, financial 
analysis, blogs, social networking, etc.

 According to estimates, 80% of world's data is in 
unstructured text format [13].

 Need methods to extract, summarize, and analyze useful 
information from this data.

 Text Mining seeks to automatically discover useful 
knowledge from the massive amount of data.

 Lots of research going on in area of text mining in 
industry and academics.



  

What is Text Mining?

 Use of computational techniques  to extract high 
quality information from text. 

 Extract and discover knowledge hidden in text 
automatically (S. Ananiadou).

 KDD definition - “discovery by computer of new, 
previously unknown information, by automatically 
extracting information from a usually large 
amount of different unstructured textual 
resources.”



  

What is Text Mining?

 Application areas:

- finding important concepts / ideas

- finding key named entities

- discovering associations between terms

- generating hypothesis

- summarizing large amount of textual and factual data.

- link analysis

- information retrieval

- financial news analysis for stock prediction

- Text Categorization / Classification

- Almost everything :) 



  

Text Mining tasks

 Document Categorization (supervised learning)
 Document Clustering/Organization 

(unsupervised learning)
 Summarization (key words, indices, etc.)
 Visualization (word cloud)
 Numeric prediction (stock market prediction 

based on news text)



  

Text to Knowledge

S. Ananiadou



  

Text Mining Areas

Grobelnik



  

Features of Text Data

 High dimensionality
 Large number of features
 Multiple ways to represent the same concept.
 Highly redundant data.
 Unstructured data.
 Easy for humans, hard for machine.
 Abstract ideas hard to represent.
 Huge amount of data to be processed.



  

Text Properties

 Word properties:
- Have relationships eg: synonyms, antonyms
- Depend on context eg: the words “cold”, “run”
- Have different forms eg: go, goes, went
- Word frequencies in text have power 
distribution 
 ...small number of very frequent words
 ...big number of low frequency words
- Stop Words are often removed eg: a, the, to, 
what, etc



  

Architecture of TM Systems

Sharonmyrtle.com



  

Document Representation

 Any document can be represented by a list of 
terms and their associated weights:
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where t
i 
is the ith term and

           w
i 
is the weight for the ith term

 Weight is a measure of the importance of a 
term in terms of information content.



  

Vector space model

 Documents are also treated as a “bag” of words or 
terms. 

 Each document is represented as a vector. 
 However, the term weights are no longer 0 or 1. Each 

term weight is computed based on some variations of 
TF or TF-IDF scheme.

 Term Frequency (TF) Scheme: The weight of a term ti in 
document dj is the number of times that ti appears in dj, 
denoted by fij. Normalization may also be applied.



  

Bag of Words Representation

Grobelnik



  

TF-IDF term weighting scheme

 The most well known 
weighting scheme

 TF: still term frequency
 IDF: inverse document 

frequency. 
N: total number of docs
dfi: the number of docs that ti 

appears. 
 The final TF-IDF term 

weight is:



  

TF-IDF Example

 Consider a document containing 100 words 
wherein the word cow appears 3 times. 
Following the previously defined formulas, the 
term frequency (TF) for cow is then (3 / 100) = 
0.03. Now, assume we have 10 million 
documents and cow appears in one thousand 
of these. Then, the inverse document frequency 
is calculated as log(10 000 000 / 1 000) = 4. 
The tf*idf score is the product of these 
quantities: 0.03 × 4 = 0.12.

Wikipedia



  

TF-IDF Weighting Example

Grobelnik et al



  

Cosine Similarity

 Relevance of a query q (represented as a vector) 
to document d

i
 can be calculated using cosine 

similarity.
 Cosine Similarity can be computed as:

It can be visualized as the cosine of the angle between 
the two documents when they are represented as a 
vector. 



  

Word Frequencies

 Zipf's Law: 
 Idea: We use a few words very often, and most 

words very rarely, because it's more effort to 
use a rare word.

 Zipf's Law: Product of frequency of word and its 
rank is [reasonably] constant.

 Empirically demonstrable. And holds up over 
different languages.

R. Sanderson, Univ of Liverpool



  

Zipf Law Example



  

Classification / Categorization

Grobelnik et al



  

Classification Algorithms

1) k- Nearest Neighbors
2) Naive Bayes
3) Support Vector Machines 

Newer Algorithms
4) Boos Texter – simple, relatively fast algorithm 
with excellent classification accuracy.
Based on an ensemble of classifiers approach.
Schapire, Robert E., and Yoram Singer. "BoosTexter: A Boosting-based System for Text Categorization." Machine Learning 39 (2000).

5) Based on Neural Networks, Decision Trees

Traditional 
Algorithms



  

K-Nearest Neighbor Classifier

Kowalczyk



  

K-Nearest Neighbor Classifier

Kowalczyk



  

Model Evaluation

 Precision is the fraction of retrieved instances 
that are relevant.

 Recall is the fraction of relevant instances that 
are retrieved

A measure that combines precision and recall is 
the F-score



  

Software for Text Mining 



  

Software for Text Mining

 A number of academic/commercial software 
available:
1. SAS TextMiner
2. IBM SPSS
3. Number of open source packages in R – eg:tm
4. Boos Texter
5. StatSoft
6. AeroText

 Text Data is everywhere – it needs to be mined !! 



  

R package - tm

 “tm” package for text mining in R.
 Package offers functionality for managing text 

documents, performing analysis, and data 
mining.

 Numerous extensions and plugins have been 
developed for handling various formats of input 
data and producing summary results.



  

R package - tm

 Input is represented as a Corpus
 Various readers perform automated pre-

processing, feature extraction, and load data 
into memory. 

Conceptual Layers of R framework



  

Corpus Construction



  

Package tm

 getReaders() gives available readers

 getSources() gives available sources



  

Loading data

Loading Data from text documents in a directory

>summary(ovid)
>inspect(ovid[1:2])



  

Loading data from the web

 Can use URISource to create corpus



  

Document Term Matrix

 Document-Term matrix contains documents as 
rows and terms as columns:



  

Document Term Matrix

 Can inspect the matrix created:



  

Term Document Matrix (TDM)

 TDM contains terms as rows and documents as columns.

 Can also create chunks of terms and load.



  

PCA Analysis using TDM

 TDM matrix can be used for PCA analysis and plotting



  

PCA plot using 2 features



  

Processing text

 Very easy to process and manipulate text.
 Stemming a document:

 Unlisting words:



  

Using tm Plugins

 The tm package has become very popular in a 
number of industries – academics, 
bioinformatics, linguistics, finance, actuary, 
news analysis, etc.

 Number of people have developed plugin for tm 
package.
eg: tm.plugin.webmining, tm.plugin.sentiment, 
tm.plugin.dc (for distributed computing)



  

News Aggregation Using R Packages 



  

How to gather news using R

News Sources
Google, Yahoo, CNN, 

etc

Finance News Sources
Google, Yahoo, MSN, 

etc

Blog Sources
Google, Yahoo

Twitter Source
twitteR package

Social Networking
Facebook, etc

 R User Program

Historical Data



  

Read News using R

 Let's find out what's going on at SMU.

Headlines:



  

Financial News

 GoogleFinanceSource can be used to get latest news about any 

listed company

Example:

corpus <- WebCorpus(GoogleFinanceSource("NASDAQ:MSFT"))

Retrives news stories from Google about Microsoft Corporation and 

creates a corpus.

corpus <- WebCorpus(YahooFinanceSource("MSFT"))

Retrives news stories from Yahoo about Microsoft Corporation and 

creates a corpus.

corpus <- WebCorpus(TwitterSource("Microsoft"))

Retrives news stories from Twitter about Microsoft Corporation and 

creates a corpus.



  

Financial Data

 R package quantmod can be used to obtain latest stock 
market data.

Chart of Apple 
(NASDAQ:AAPL) for 
month of February



  

Financial Data

 Can also download data as a matrix



  

Financial News

 Let's get news about Apple Corp.



  

How to get News Sentiment

 How can we automatically analyze news and 
get a feel whether it conveys positive or 
negative sentiments.



  

News Sentiment

 R package tm.plugin.tags can help us.

 Contains large listing of positive and negative terms 
that can be used to tag news items.



  

News Tagging

Let's see which terms are tagged as positive in news 
for Apple Corp.



  

News Tagging

Let's see which terms are tagged as negative in news 
for Apple Corp.



  

Problems with first approach

1.Large number of terms – some irrelevant to 
stock price prediction.

2.The entire news story is not relevant for us. We 
need short meaningful ideas.

3.Need to explore some new way to get relevant 
information.

4.Much of the news story consists of analysis, 
comparison, past performance reviews => 
which is not really useful for present analysis.



  

Using just the Headlines

 Headlines are more meaningful and relevant.
 Terms can be better mined.
 Can give weights to terms based on the 

fluctuations they cause. For example, if there is 
a rise of 5% in stock price, I will give a weight of 
5% to each of the positive terms. 

 The weights will average out over time and for 
various companies



  

Headlines Analysis

Used 100 news articles to extract headlines for AAPL

More negative words, which are strong. Stock is likely to move 
downward. 



  

Headlines Analysis

Possible sentiment metrics:

 Ratio of Number of Positive to Negative Terms:

Sentiment = Number of Positive / Number of Negative terms

 Weighting Scheme:

Find weights for positive and negative terms using long term 
average. 
For example, w(bankrupt) = -0.10, w(profit)=0.03, etc
Using this, compute average weight of all terms and predict 
stock price movement.



  

Headlines Analysis

Project Plan:
 Gather News Terms for day x and stock prices for day x+1 

for a chosen few companies for various sectors – tech, 
financial, energy, banks, etc.

 Find correlation between ratio of positive to negative terms 
to stock price change.

 Assign weights to terms based on direction and amount of 
change i.e. if price goes up, assign weight to positive terms 
and vice versa.

 Use the weights and correlation to predict stock prices for 
test dataset.



  

Conclusion

 Text Mining is perhaps the most important and ubiquitous 
area of data mining.

 Ever growing mass of data needs to be processed 
efficiently and analyzed.

 Text data presents unique challenges.

 Need for high performance tools and faster algorithms.

 Need for automated information extraction from vast text 
resources.

 I presented a case study of automatically extracting 
sentiment from news and using it for stock market 
prediction.



  

References

1. Ingo Feinerer (2012). tm: Text Mining Package. R 
package version 0.5-7.1

2. Ingo Feinerer, Kurt Hornik, and David Meyer (2008). Text 
Mining Infrastructure in R. Journal of Statistical Software 
25/5. 

3. Theussl, S. et al (2010). Distributed Text Mining with tm. 
R Finance Conference.

4. Theussl, S. et al (2010). Do Media Sentiments Reflect 
Economic Indices. Statistical Learning Notes, Vienna 
University of Economics and Business.

5. Ingo Feinerer. An introduction to text mining in R. R 
News, 8(2):19-22, October 2008.



  

References

6. Yu, W-B. et al (2007). A theoretical framework integrating 
Text Mining and Energy Demand Forecasting. Intl 
Journal of Electronic Business Management 5(3) 211-224

7. W. Zhang and S. Skiena. Trading strategies to exploit 
blog and news sentiment. In The 4th International AAAI 
Conference on Weblogs and Social Media, 2010.

8. Breen, J.(2011). R by example: mining Twitter for 
consumer attitudes towards airlines. Boston Predictive 
Analytics MeetUp Presentation.

9. Kowalczyk, W.(2006). Introduction to Text Mining. 
Machine Learning Day www.cs.vu.nl

10.Sanderson, R.(2008). COMP527 Data Mining. Department 
of Computer Science, University of Liverpool.

http://www.cs.vu.nl/


  

References

11.Grobelnik, M. Text Mining Tutorial. 
http://ailab.ijs.si/marko_grobelnik/

12.Ananiadou, S. What is Text Mining. National Center for 
Text Mining www.nactem.ac.uk

13.Wikipedia, Text Analytics 
http://en.wikipedia.org/wiki/Text_analytics 

http://ailab.ijs.si/marko_grobelnik/
http://www.nactem.ac.uk/
http://en.wikipedia.org/wiki/Text_analytics

	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60

